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Titan, Oak Ridge National Laboratory 
20+ Petaflops 

 

299,008 cores (Opteron) and 18,600 NVIDIA GPUs 
>20,000,000,000,000,000 floating point operations per second 



Towards Exascale 
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http://larreks.deviantart.com/art/Evolution-of-Tomb-Raider-425582963 



#1 in 1996? 
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A8 Processor SoC 
~172GFlops? 



Engineering Simulation 



NAFEMS Survey 2014 – Problem Size 
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NAFEMS Survey 2014 – Number of Cores 
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Large 3D finite element problems 
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 Mesh Subdivision Number of Equations 

10 x 10 x 10 12,580 

20 x 20 x 20 98,360 

40 x 40 x 40 777,520 

80 x 80 x 80 6,182,240 

100 x 100 x 100 12,059,800 

400 x 400 x 400 768,959,200 

440 x 440 x 440 1,023,368,720 



Tomography 4000 x 4000 x 4000 voxels  = 1011 to 1012 dof 



ParaFEM – General Purpose Parallel FE 

– Fortran + MPI 

– Open source engineering package 

– ~64,000 cores 

– >1 billion degrees of freedom 

– Similar functionality to Ansys, Abaqus 

– Used for teaching and research 

– 750+ registered on website 

– ~1000 citations of text book 

– http://parafem.org.uk 

– http://www.amazon.com/Programmin

g-Finite-Element-Method-

Smith/dp/1119973341 

 

 



Time for one solution step - elasto-plasticity 
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Mesh (equations) Processes Time (secs) 

12,059,800 16 486 

32 256 

64 140 

128 83 

768,959,200 1024 2721 

2048 1213 

4096 662 
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Time for one solution step – transient thermal 



Monte Carlo Simulation 















Multi-scale Simulation 



Meso-scale models 

• Lattice-based or cellular automata ... 

• Simulate mechanisms at grain scale  

• Emergent behaviour such as 
fatigue/fracture 

• Iterative 2-level process 

– Meso-scale updates FE scale continuum 
properties 

– FE computes new stresses 
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Cellular automata 
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 Shterenlikht A. and Howard I.C. (2006) “The CAFE model of fracture – application to a TMCR steel”, 
Fatigue and Fracture of Engineering Materials and Structures, Volume 29, Issue 9-10 
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Multiphysics 



EPSRC CASE PhD Studentship 
Couple OpenFOAM + ParaFEM 
Fluid-structure interaction in wind farms 



PhD Student in cohesive fracture 
Modelling damage in CFC 
Abaqus UEL interface in ParaFEM 
 



Other Activities 



Nonlinear geometry with plasticity 
Abaqus UMAT interface 





Tianhe-2 
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Tianhe-2  
33.86 Petaflops 

 

3,120,000 cores (Intel Ivy Bridge and Xeon Phi) 
33,860,000,000,000,000 floating point operations per second 



Summary 



ParaFEM Open Source Library 

Solvers Maths libraries MPI OpenMP 

GPUs Xeon Phi ARM Cloud 



ParaFEM Open Source Library 

Solvers Maths libraries MPI OpenMP 

GPUs Xeon Phi ARM Cloud 

Random field 
generator 

OpenFOAM 
FSI 

ParaView 
Viz 

Cellular 
Automata 

ABAQUS 
UMAT/UEL 

ENSIGHT 
 

 
 

 
 



Summary 

• Aiming  to build the next generation platform 
for engineering simulation  ~2018-2020 

• Software engineering focus on “plug and play” 
interfaces between OSS/proprietary code 

• No need to reinvent the wheel 

• Development work is research-driven 

• Strong interest from industry, USA and China 

 


